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SUMMARY

The efflort under this contract consisted of four tasks
intended to verify the design of the seismic data collection
network and to support the network implementation efforts.

Tagrl I

This task consisted of maintenance and verification of
the Host-to-Host protocols to be used on the ARPA Network paths
of the seismic data network. The protocol mairntenance function
nas involved coordinating protocol changes found to be convenlent
for implementation of the Host programs on the varlous Host

computers.

Both experimental and analytical Techninues were used to
verify the protocol designs. As expected, it was found that the
rotal proposed seismic traffic would exceed the reliable capacity
¢ the existineg ARPA Network topology. The network topology

O

is routinely reviewed and revised to account for changing

. loads z0 this problem will be remedied in the normal course of

network operation. The study revealed a more serious bottleneck
in tne reassembly buffer space available in the IMPs at SDAC

and at CCA. At CCA the buffer space 1s ieduced because of a
Very Distant Host (VDH) interface. At SDAC the problem is the
large number of multi-paclet messages tnat terminate in that IMNP.
Correccions for these problems are in progress and will be
implemented before the prcblems become a restriction on the

s2ismic traffic.

It was not possible to perform experiments over communication

satellite 1in%s so the effects of the satellite hops could only
be examined analytically.

Tasx TI
The effort u~der this task was devoted to deslign of
routine monitoring procedures to identify marginal operation of

IRRKCE
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the communication system. As a Host the CCP does not have
access to data concerning the IMP subnet performance. The delay
timer statistics for the time-marked input data and the output
queue lengths can provide a great deal of diagnostic information
about network performance. Procedures for monltoring and use

of these indicators have been described.

Task III

In order to use existing seismic stations with a minimum
of interference at the station, the system design uses %the
concept of a mini-Host on the ARPA Network to interface with
the seismic station controllers in a manner compatible with
the station controller design. Under this task the specifica-
tions for the mini-Host, cal.ied a Seismic Private Line Interface
(SPLI), have been prepared. The specifications include the Host

protocol descriptions for communication with the CCP.

Task IV

The study performed under task I indicated that the
buffer sizes and Host protocols specified for the seismic data
network were adequate for circuits comparable to those that have
been used for VDH and RJE connections in previous ARPA Network
experiments and applications. However, the quality of the local
communication circuits in the vicinity of the seismic stations
could conceivably be so poor that network performance would
be unsatisfactory. Therefore, under task IV we have examined
pcssible design changes that could be used to compensate for
unreliable comnmunication circuits. Additional buffering through-
out the system and the implied increased delay times for the
fixecd delay paths would be the most effective modification but
would be quite expensive,

Finally, planned modifications to the ARPA Network that
have been influenced to some extent by the studies performed

iv

= aeoeemoles R e SRR RS T A




Report No. 3109 Bolt Beranek and Hewman Inc

itrect wi.l be implemented later this yrar. We
tasks I1 and 11l and the protocols

% hnel L e el
e pehuilcs O

vhen theoo changes are made.  lmprovement in the

verformance and the performance menitoring
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ay he zehievable as a result of the modilications.
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INTRODUCTION

Background

4z part of the effort under the Vela program for improving

F

the capablility to detect and identlify underground nuclear

explozions by setomic means, ARPA is supporting the development
b
foa woridwide networe of selsmie stations. Some of these
stavions will communleate on=llne with the processing center
2t ODAC and with a larre archival storage system at CCA.
2
Recommendstiona for the deslipn of the communication, processing,

nd storare system were prepared under previous studies. Under
the present contract we have been performing various engineering
studies in support of the implementation of this seismic data

1lection network, concentrating in particular on the communicatiorn

Iuusy s am. Tre gommianication within the selsmic network will

gyse bonn leased line and ANPA letwork paths., We have been most
conger:za with the latier

Tour tacks were assirned in the contract work statement.

Task [ involve . the maintenance and verification ¢f the Host/Host
levsl protozols focr the ARPA Hetwerk paths in the seismic network.
Task 1T involved des'ten of procedures for cperational monitoring

of the performince of thne seicmic subnet in the ARPA Hetwork.
Task II17 required the generation of specifications for the
@ ace (SPLI) which will act as a Host
to interface seismic station processors with the ARPA iletwork.
cial studies to te assigned
ct performance period. Ac a result of concern
vy of communication facilities avallable for
¢ stations, the ofiort under
{ preparing a backup or contingency
eps as more buffer capability at
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he stations and more sophlsticated Host/Hoot protecols on thes:

In the bedy of thls report, each of thr.e tasks is
itreussed In more detall, Coples of the protocols, SPLI specifi-
cations, and an interim report on the interact on of the seismic
trairfic and the ARPA letwork that provided a basis for the analysis
jor 2%k i the Laz i

ese tagan are enclosed as appendi-es to this report.
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TASK I: PROTOCOL MAINTENANCE AND VERIFICATION

Introduction

The major objective of this task was to verify the adequacy
of' the planned protocols for use cof the ARPA Network to achieve
the necessary reliability and throughput. A secondary objective
was coordinating and maintaining updated versions of the special

Host/Host protocols.
Protocol Maintenance

At the beginning of the contract period it was felt that
the protccols were close to being frozen. However, as the
implementation of recuired computer programs proceeded, modifica-
tions to facilitate the implementation under the available
operating systems and to accommodate changes in the archival
file formats werec requested. This task then involved achieving
agreement on those changes that seemed most valuable and least

disruptlve to other parts of the system. As a result of

these perturbations, the protocol specifications were not finalized

until asuite late in the performance period. The final versions
of the followlng protcucels are included as Appendix A to this
document: 1) NORSAR/CCP, 2) DP/CCP, 3) SIP/CCP, 4) 360/44/CCP.
The protocols for ILPA/CCP and KSRS/CCP communication are
described in the SPLI specifications in Appendix C.

Protocol Verification

The communications protocols for the seismic data subnet-
work were verified by a combinaticn of analysis and experiment.
The throughput capacity of the ARPA computer network was
measured in a series of experiments last autumn with support of
the Network Control Center. It was found that the maximum
data rate over a standard 50 kilobit/second (Kbs) line is

about 37 Kbs. (The remaining 13 Kbs are used by the ARPA
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Network co.municatio.s protocols and routing messages.) As

the number of hops in a network path increases, part'cularly
with a satellite hor, the maximum data throughput rate will
bes'n to decrease because the round-trip delay increases end
because the network protocols allow only eight messages to oe
in transit between two Hosts at any one tim2. This phenomenon
begins to occur in paths of about 12-15 convent.ional hops long.
(It is not expected to bother the seismic data transmission
since round trip delays arec expected to be the order of 3-4
seconds including a satellit2 hop and the datia rate is only

cne 5 kilobit date messase/second from each site.)

A detailed analysis of the dat2 flow paths was performed
and transmitted to the svonsor as BBN Report 2995, "Use of the
4RPA Network by the Seismic Data Collection Network". 1I%t is
included in this report as Appendix B.

Basically the report indicated several areas where the
ARPA Hetwcrk would have to be expanded tou accommodate the large
amourt of anticipated seismic data. These areas were the re~
assembly buffer space at the CCA and SDAC network connections
and the capacity of the lines in the Northeast Corridor between
CCA and SDAC.

The report also indicated that the siesmic data would
experience a nomir .1 delay of at 1t 3 seconds between the SPLI
and the CCP. No experiments could be performed to substantiate

this analysis since the proposed satiellite link was nov available.
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TASK I1: OPERATION VERIFICATION AND MONITORING

Introduction

Based on the conclusions of BBN Report 2995, monitoring
several characteristics of the seismic data subnetwork will
provide an adequate measure of system performance. The time
Jdelay statistics from the various sites to the CCP will give
an indication of the current state of the communications path
as well as providing information about changes in path character-
istics due to seismic subnetwork or ARPA Network changes.
Monitoring the amount of reassembly buffer ségce available at
the SDAC IMP will provide infcrmation on the availability of
this scarce resource as more a..1 more of the seismic subnetwork
comes online. VPinally, an indication ol the available throughput
from the CCP to the mass store 1s given by monitoring the length
of the CCP's output buffer. Of these measures, the CCP has
a capability for operator examination of the delays, there is
no direct method of determining the reassembly b ffer space
use in the TIMP, and the inferrogation of the SIP output
queue by the CCP could easily be implemented. Use of these
nieasures for monitoring the seismic network performance is

discussed in more detail below.
Potential Problem Areas

Data transmiss.on problems, if encountered, are expvected
to fall into three categories. First, trouble may occur due to
a hardware or software prcblem in the part of the communication
link where SDAC has responsibility (the CCP, the SPLI, the
staticn controller, etc.). 1In general, these problems will

cause a cessation of data being received from the affected sites.

Second, a software or hardware failure in the iMP subnet-
wor : could cause trouble (if the failure influences the route
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tage:n by the seismic data). The problem may take the form of
increased delays or may result in a cessation of data from one
or more sites,  In elther cas2, Lhe responsibi’ity lies with

he ARPA letwork Control Center.

inally, cituations may arise where the AiPA Network is
performing nominally, but demand for a limited network resource
has increased to the point where Jdata transmission rates begin

to surfer.

I

problem such as this could ocecur if the amount of
non-seismic traffic competing with the seismic data for line
pandwidth over a certain path increases to the point where the
iemand for throughput exceeds the line bandwidth. Another ex-
ample would be when the seismic network grows to the extent thav

o reassembly buffers at the CCP IMP

¢
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Othor problems may occur hecause of the current specifica-
st=1MP interface. 7Tf a Host begins transmitting
messapge and thre ietwork cannot allocate reassembly
will stop accepting the hHitstream from the Host
interface will become blocked. 1In this situation, the
communicate with anyone else or the network until

space 15 allocated ana the IMP starts accepting the

the Host apain., Thnis is an examvle ol the current

co-called "hlocking" interface. (The possibility 7 implement-

ing a non-vlocking interface is - iccussed later.)

Monitoring and Diagnostic Procedures

In diagnosing a problem which hampers the operation of
the seismic subnetwork, information to help localize the source
of the problem and to sugrest its possible causes may be gained
by observing which sites are affected by the problem. For

example, 1f data from only a single site were bein,, lost or
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2xperiencing long delays, one would first suspect the parts of
the transmission path fcr data from that site which did not
overlap that of data from any other site. In general, thils would
be the parts of the transmission path starting with the affected
site and working towards the CCP.

Conversely, 1f several slites begin experiencing difficulties
simultaneously, one would suspect problems on the part of the
transmission path in common to the two cdata streams. If all the
sltes bepln experiencing difficulties simultaneously, one would
expect the problem to be at or near the CCP’-end of the trans-

mission path.

The ARPA Network IMPs can provide snapshots and packet
tracing as two debugging tools, but these facilitles are not
accessible to an ordinary Host. Consequently, the constant
monitoring which must be done ‘rom the CCP cannot take advantage
of these teols. Since data coming into the CCP has een time-
stamped at the SPLI, it would be possible to incorporate a

~

program for measuring time statistics (e.g., a short-term maximum
delay and a long-term everage for each site) directly into the
CCP. By examining the patcern of which sites are sending data,

which are acknowlidying Hello messages, and which ones have

without NCZC assistance.

For example, {ipgure 1 shows a possible decision flow
chart for the situation where the CCP is still getting data from
2 site, but the delay statistics (short-term, long-term, or
both) indicate that a marginal situation has been encountered.
Similarly, figure 2 shows a possible decision flow chart for the
situation where data from a site (or sites) stops abruptly for

an extended period (one minute or greater).
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Short-Term or Long-Term Delay
Statistics Exceec Some Empirically
Derived Threshold _

/ T .

/‘/
Both long-term

and short-term

Short-term Short-term sta-

delays keep tistics increase
sharply, then
level off.

term statisticc

statistics are growing with

gradually frequent Long-

increasing. lesses of data.

TN

l All Sttes Not all sites
Suspect lack Other througl.-
put problem

increase slowly.

Suspect heavy New equilibrium

traffic on of reassembly

buffers at

reached at a

common path- affecting only longer delay.

way from af- CCP IMP, certaln sites Suspect rerout-
fected sites (e.g. heavy ing or other
to CCP. competing topological
traffic changes in
saturating network.
some 1link).
Filgure 1. Decision Flow Chart For

Delay Statistics Outside Empirically

Determined N rmal Range
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In detail, fipure 1 incorporates the following scenarios.
it traffic were heavy on the ARPA Network, it would be compet ing
with the seismic data for network resources, most notably line
bandwidth and processor bandwidth. This will cause delays to
inerease for the seismic data as the amount of competing traffic
facreases because the seismic data will spend more time walting
in queunu for the resources to become available. Congequently,
i1 the CCP operator were observing delay statistics, re would
cee the short-term and long-term averages fluctuate slowly as
a functicn of other traffic.

17 it is observed that the short-term average Keeps
growing ‘that is, the data keeps falling farther and farther
henind real rime) and freauent losses of datz occur, then it is

‘wt

likely that “he throughput capacity necessary to transmit the
seismic data to the OCP is nat currently available. This could
nappen if a line became saturated with traffic, for example,

uld not support it: usual throughput because «f a temporary
teehnical dilfficulry.

0 o

[ P R
this kind of

e

i pehavior is observed for data arriving from
2ll sites, then one should strongly suspect that there is inad-
equate throughput in the scismic subnetwork tucause of the
scarcity of mescape reassembly buffers at the CCP IMP. GSince
reassenbly space must be reserved before a (multi-packset) data
mezsace can be sent, a scarcity of buffer space will cause the

1

sites to become congested ("backed-up").

If there is a failure of one of the components of the ARPA
Network, the network will be able to re-routs messages around
the problem in most cases. If a seismic data stream shoula have
to urdergo such a re-routing, it would be reflected in the delay
statistics in the following manner. Mirst, the short-term

delay would increase rapidly during the short period while the
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new route 18 being establlished. (Actually, there is a brie!
cessation of data which may or may not last long enough to
exceed tnhe SPLT buffer capacity.) Then, the short-term average
will level off at new eqguillbrium. The long-term average will
correspoindingly grow to a nrew equilibrium when the new route 1is
established.  Agai:n, this phenomenon may be observed in data
recelived from one or several sitcs depending cn how many data

. .reans had to be re-routea because of the failure.

A data stream may also cease apbruptly. In this case the
15 to send "Hello" messages to the "silent" SPLI. If

)
@
as}
(&
2s B G1)
2l
(S

the SFPLI is running, it will reply with an "I-heard-you'" (THY)
mescase which indicates to the CCP that the SPLI is functioning.

If the SPLI is not transmitting data because the site station
controll is not funcbioning, the CCP will receive the IHY

and the ICP coperator can conclude that the problem is upstream
of the SPLI. If the 53PLT is not running or if the SPLI IMP
s 1solated from the CCP [MP, the TM'™ subnetwork will return

L2 appropriate reply in response to the CCP's attempt to send

[T a data message is lost within the ARPA Network, it will
tave between 30 and £0 seconds for the network protocols to re-
s0lve this incomplete transmission. Consequently, it will appear
Lo the CCP that the data stream has ceased suddenly. During this

period o time, the SPLI-IMP interface is blocked (the pessibility

of a non-tlocking interface is discussed later). Conseqguently,
the IHY mecsage from the OPLT is no* allowed into the network

1 the incomplete transmissior. is resolved and the data
messages begin to be transmitted again. From the CCP's point
of view, it will look as if there has been no response to its
Helle" for some time, until the interface becomes unblocked.

fowever, it is possible for the CCP to know that the "Hello"

10
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was received by the SPLI, because it will receive the RFNM
(Request for Next Message) from the I'MP subnetwork acknowledging

e

the successful delivery of the "Hello" mesgsage.

[f no message ic received by the CCP, the imp:iication is
that ite "Hello" message got lost by the network. In this
unlikely case, subsequent "iHello" messames will be held at
the SPLLI IMP until the dIncomplete transmission caused by the
missing "Hello" is resolved (30-60 seconds). This is dene because

the IMP network maintains the order of transmission for messages

between a Host pair.

One final possibility is that the CCP IMP is not functioning
erly. In this cace data from all sites would cease abruptly

rop
and the CCP would not be able to send its "Hello" messages.

YA ey

Lote that figure ? uses the response from the SPLI (I-
heard-you) or the IMP subnetwork to determine the situation.
Consequently, to fully utilive this decision tree, the CCP
procram would have to be aupgmented to communicate these responses
to the CCP operator.

Long Term Perfcrmance Monitoring

Monitoring the CCP output queue length and keeping statis-
tics abou% its growth can ba done by augmenting the CCP program.
This would provide the CCP operator with a direct measure of the
ARPA Hetwork's ability to carry the seismic data from the CCP to

the S5IP at the required throughput rate.

In addition to the statistics taken at the CCP, it is
nossible for the CCP opnerator to ask the NCC operator to use
the snapshot facility on the source (SPLI) or destination (CCP)

IMP if trouble is suspected there. Snapshots of intermediate

lm?s can also be taken to determine routing and store-and-forward
nueue lengths.

11
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have been influenced by this study and could improve seismic
data throughput and the capablility of the CCP to diagnose
marginal situations. The first change 1s the inclusion of a

hendling type (currently only regular or priority is used)

which would allow Hosts to communicate on several logical channels.

o
.

U one channel becomes blocked due to an incomplete transmission,
the losts (SPLI and CCP) could continue cecmmunicating on another
logical channel until the Network resolves the incomplete
transmission (which usually takes 30-60 scconds).

The second chang 15 the implementation of # non-blocking
Host=IMP interface. This would be an aid to CCP-generated
experiments.  For example, i1f the CCP were receiving data from
4 site more =lowly than usual, 1t could initiate a Hello message
to that cite on a different lopical channel. Il it received a
time-stumped l-nheard-you reply and the CCP noted that its
d2lay was nominal, one could conclude that lack of message

reassembly =pace at the CCP-IMP was causing the slowdown. This

15 because the essential difference in the network's handling

of sirple and multi-packet messages is the reservation of
reagsenbly space at tne destination 1MP for multi-packet messages.

Currently, the I-ncard-you reply would not be sent out until

0

after tne multi-packet message because it would be blocked at

the scurece Host=-IMP interface.

£lso, the implementation of a non-blocking Host-IMP
Interface along with the ability cf the CCP to send priority
Hlellos and recelve time-stamped pricrity I-heard-you messages
from tne SPLI would provide a means of measuring delay due to
store-and-forward queue length in the network. This would be
done by comparing priority T-heard-you delays with regular
I-hezrd-you delays. (The priority messages are placed at the

front of the queues whenever possible.) Delay due to queue

13
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length is an indication of the amount of network traffic competing

with the seismic data {or the network rescurcez,

»

e recommend a review of the seismic subnet

o

We there

for
protocols and perfcrmance monitoring procedures after these

ARPA Netwerk changes have been incorporated,

14
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TASK III: SPLI SPECIFICATIONS

Requirement

in order to minimize the cost of implementing the seicmic
dat collection retwork, sites which have been or will be
implemented to serve other requirements will be Inteprated into
rhb network. Thus the data collection nrtwork function is often
n secondary mission Tor the station. Tt is, therefors, important
thit connection to the network should introduce a minimum of

sipn and/or operational complexity. Several of the

v
{
j o
.

stations were desipned to transmit on-line data from the station
controllers over leased lines. Rather than modifying the station
rontrollers to implement Host protocols when using the ARPA

- 1t was decided to introduce a2 minicomputer llost which
would accopt data from the station controller in the previously
ned format.  The minicomputer would then reformat the data
and rrovide Host protocol for transmission over the ARPA
jetwork. o the station controller the SPLI appears as a modem
ornoa ceased line and to the ABRPA HNetwork the SPLT appears as a

I ~ 1 w 3 + 3
Host computer,

i oorder not Lo constrain the location of the SPLI, the
werface hetween the DVLT and its ARPA lletwork IMP uses the

Jery Distant Host  (VDH, desipgn.

Under the initial seismie network confipguration, two forms
5f th S5PLl were required, one for ILPA and one for the KSRS

clasc stations.

Under tnis tank we were required to prepare specifications
to be used in oprocuring the SPLIs. Since the 3PLI must implement
Lne special tiost/Host protocols for communicating with the CCP,
the preparation of IPLI specifications was closely related to
‘riee effort under task T and the communicaticon protocols are
ined in the SPLT specifications. The resulting SPLI specifi-

cations are included as Appendix C of this report.

15




Report No. 3109 Bolt Beranek and Newman Inc.

TASK IV: SPECIAL STUDIES

Background and Definition

Because the seismic data collection network will be the
secondary mission for some of the seismic stations, the system
design attempts to minimize the effect of the network on station
operation and maintenance. In this design the problem of
adapting to station-to-station peculiarities is handled in the
CCP; the CCP is a general-purpose computer located near adequate
program support and its use does not put any burden on station

personnel,

The design objectivelwas therefore to maintain highly
reliable communication with the on-line stations with minimum
bandwidth local communications and minimum equipment (for
minimum maintenance and operaticn) at the station. This
objective requires a tradeoff between buffer size and program
complexity (required by sophisticated Host/Host protocol) vs.
minimum equipment and bandwidth in the field. Based on the
analysis described in Appendix B and on previous ARPA Network
experience a buffer size of 8 to 10 seconds was chosen. It was
decided not to attempt Host level retrarsmission, and the

special Host/Host protocol has been kept to a minimum.

This compromise dezign caused some concern and, under
task IV, we were asked essentially to recommend contingency
plans in case the resulting reliability was unsatisfactory.

Analysis

For the analysis, the communication with a remote station
is considered in four segments with significantly different
characteristics. These segments are 1) station controller to

SPLI, 2) SPLI to IMP, 3) IMP subnet including the satellite hop,
and 4) destination IMP to CCP. These segments are discussed in

16
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more detail below.

The communications circuit between the staticn controller
and the SPLI does not have any error detection or correction
capability. Consequently, we recommend that the SPLI be co-
located with the station controller to avoid reliance on possibly
marginal communication circuitry for this unprotected path.
Without extensive changes in the station controller there is no
way to improve reliahility over this path.

The 1ink between the SPLI and the SPLI IMP will be a Very
Distant Hort (VDH) interface. A VDH interface does provide for
checksumming and retransmission of data with detected errors,
so that high probability of correct data is possible. One
problem which may occur results when the probability of a packet
(1024 bits of data) being sent correctly the first time begins
tc decrecase. This causes the number of retransmissions to in-
crease and consequently the effective bandwidtl, of the communi-
cutions 1line to decrease. If this effective bandwidth decreases
below the required throughput rate of the seismic data (5066
bits/seecond for KSRS and 1342 for ILPA), data losses will occur.
The solution to this problem is to provide a higher throughput
by increasing the circuit bandwidth (use of a higher bandwidth

line or several lines in parallel).

Once the data is within the ARPA Network it is reliably
transmitted to the destination CCP IMP. The ARPA Network, of
course, is designed to permit rapid and reliable digital commu-
nications between Host computers. Consequen:ly, responsibility
for error checking, retransmission, discarding of duplicates,
acknowledegments, and determination of the fastest route through
the network rests entirely with the IMP subnetwork. Problems

which may arise are expecced to fall into one of two categories.

17
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the first category consists of hardware or software failures

in the IMP subnetwork. In general, the IMP subnetwork will be
able to respond to such failures by rerouting the seismic data
(as well as other traffic) around the failure. At the CCP, this
will result in longer adelays for a few data messages until the
new path is established.

If the delay exceeds the buffering capacity, data wil! be
lost. Obviously, increasing the buffer size will decrease the
susceptibility of the seismic network to this kind of problem.
During the transient, it is nossible that a packet can get lost,
and this will result in an incoplete transmission for the
messafe containing that vacket. It will take the IMP subnetwork
between 30 and 60 seconds to resolve this problem in its message
accounting and to inform the source ..ost of an incomplete trans-
mission; consequently, to recover from an incomplete transmission
it is necessary to have upwards of 60 seconds of buffer space
in addition to giving the SPLI the capability to retransmit the

message.

Another situation for the CCP operator to be aware of is
scheduled outages of key IMPs for preventive maintenance and
new releases of IMP software. A backup plan to cover these
contingencies might consist of local recording of seismic data
to provide a large amount of effective "buffering" durirg the

outage.

Note that larger buffering capacity at the SPLI means that
the "catch-up-time" (the time nc>ded to completely empty the
ouffer while it is being filled with new data) will be pro-
portionately increased. If it 1is desirable to reduce the
catch-up-time, it can be done only by increasing the bandwidth
of the lines connecting the SPLI to its IMP.

18
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The second category consists of situations where the TMP
subnetwork Is performing perfectly, but the selsmic data ~sannot
be transmitted qulickly enourh because off networiy resource
Iimitations. An example Of such a situaticn ig when the through-
put demands placed on the network by the seismic and recular

traffic exceed the capacity of the netwoerk. 1In this cnce
vossible convingencies include increasinz wuffer capabilities
if the c¢onditions are transient or reducin:; “he amount of seismic

2

data beine sent (sacrificing come data so that *ne rest of it

gets through) if the conditions are mo e lorg-1iveo.

or vroblemc in category twe, the best long-term approach
iz to pinpolint the area of conpection to deternine precisely

.

wha' resource {(bandwidth on some line, meszage reassemtly ouffers,
ete.) 1o scarce.  Then, as needs dictate, the A3PA Network can
"grow" to handle Yhe expanding demands for throughout fiom the

vt ams S e |
selsmic neLword.

Finally, it could be arpgued that a Host-ievel positive
ackrowliedirmen! scheme Lo allow retransmission of a messsz ;2 tnat

does not chnecksurn corrccetly at the CCP should be implementoed to
protect data Lits Trom incorrect transmission at the degsvination

Host=-IMr intepiace, {(""he source interface contains error

-t
o
0
=)
by
=l
e
0 1
=N

detection and ret: on capability since it is a VDil inter-
face.) However, szuch a protoccl would duplicate many ol the
atures of the IMP subnetwork. The only rew feature 1t would
allow is retrancmission of messages which were altered at the
IMP-CCY interface, and there 15 no reason to expect these crrors
.o be frequent onourh to compromise the data gquality . Such a
chanpge to Lhe CCP-CSPLT protocol must also allow for several
in light". Tf it does not, then the maximum through-
put possibtle with the protocol would be smaller than the input

int,a rate Inzcreased buffering and a retransmission protocol

19
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would have to be incorporated in the SPLI so that messages with

detected errors could be retransmitted.
Conclusions

As a result of our study of contingencies for the seismi.
network, we have reached the following conclusions. First, the
incorporation of additional memory (buffer space) at the SPLIs
and CCP would allow the seismic network to survive all transient
conditions likely to be experienced on the ARPA Network.
Conditions which could not be survived are insufficient through-
put due to a scarcity of network resources for an extended period
(several minutes) and isolation of an SPLI from the CCP due to
a hardware problem for an é€xtended period.

Secondly, if the amount of memory is increased at an SPLIT,
it is strongly reccmmended that the bandwidth of the communica-
tions circuits from the SPLI to its IMP be increased in order to
increase the "catch-up" rate. This would allow a more rapid
recovery after a transient slowing or cessation of data and
therefore decrease the time 1t would take for the SPLI to be able
tec survive another transient without loss of data.

Third, in order to survive an incomplete transmission with-
out loss of data, the SPLI buffering capability would have to be
increased to about 60-75 seconds and the protocol changed so that
the SPLI can retransmit the incomplete message. The CCP buffering
capability would have to be increased accordingly.

Finally, the cost of such changes would be the cost and
installation of the additional memory and the cost of the protocol
changes in the CCP and SPLIs. Another important point to bear
in mind is that the fixed delay in the seismic data seen by the
recipients of the data from the CCP would be increased
commensurably.

20
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CONCLUSIONS AND RECOMMENDATIONS

As Indicated in BBN Report 2995 (included in Appendix B),
the design of the seismic communication path using the ARPA

Network 1is basically sound. In that report and in the studies
conducted since that report was issued, a few potential problem
areas have been discovered and are being corrected.

I

some network resources will hiave to be expanded as the
Seismic traffic load grows, but this form of expansion is routine.
Last January, the ARPA Network had 55 nodes. Currently (July 1975)
: it has 60 nodes, and the changes necessary to allow more IMPs
than the previous limit of 63 are being made. In adaition,

major topology chianges arpe planned which will increase the

F «uummm!
ko

rumber of coast-to-coast lines and East Coast Corridor lines.

-
= The result will be that the lonpest possible network path will
be reduced to nine nops. Such chanpes are proof that the ARPA

e

Hetwork's Flexibility allows it to grow to meet users' needs in
>

an oreanivzed fashion.

¥4

rotential problem is the ability of the seismic data to

survive transients in the network. The most difficult transient
vredict is a re-routing transient. The length of time needed
Lo change routes may or may rnot cause data to be lost, depending
on the exact circumstances. Our analysis indicates that the

amount of buffering currently planned for the SPLI 1is sufficient

5

for most circumstances; however, if re-routing transients
reneatedly cause data losses, additionai memory at the SPLIs
and the CCP can provide the increased buffering needed to

ive these re-routing transients.

Because the ARPA letwork is currently undergoing a number

el I il I\ K I
]
-t
=3
<5
-

of topcloplcal and protocol improvements, our final recommendation

is that the impact of these changes on the seismic network be

21
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explored when they are implemented. In this way the changes,
particularly the non-blocking interface and the new handling
types, may be studied both analytically and experimentally to
see what changes could be made to the CCP and the SPLIs to

improve performance, rellability, and on-line monitoring functions.

22
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APPENDIX A
COMMUNICATION PROTOCOLS




From: H., Briscoe
To: Lt. M. Marcus, VSC

Subject: Communication Protocol between the CCP and the SIP.

1. Introduction
1.1 Backrround

A worldwide seismic data collection network including
approximately 6 on-line array stations is beine implemented
under ARPA sponsorship. The objective of the network is to
provide data fnr research in nuclear test detection and
identification. A network e¢vent 1list will be prepared
within a couple of days of real-time using on-line evunt
detection and computer aided event analysis at the Seismic
Data Analysis Center (SDAC). The data collected by the
network will be filed in a larre dirital Mass Store facility
at CCA.

The communication network used to interconnect the
primary seismic stations, the SDAC processing facility, and
the Mass Store will include a mix of dedicated 1leased
circuits and ARPA Networl: circuits. The overall desisgn of
the seismic data network is described in [1]. The overall
desien of the ARPA Network 1is described in [2] and [3].
Protocols for interantion between the communication subnet
and the "Host" installations are deseribed in [4].

This document describes the formats and protocols for
communication between the CCP and the Seismic Input
Processor (3IP). Conmmunications between the CCP and the SIP
use the ARPA Network.

1.2 OSystenm Configuration and Restraints

The CCP will essentially be interfaced as a Host to
both the TIP and the IMP but only one CCP interface will be
in use at any time. This machine may, thus, have two
possible Host addresses.

A second novel aspect of the seisnic data
communications use of the ARPA Network is the real-time
fixed delay constraint. 1In particular, it is required that
the conmunications 1links operate so that the data will be
delivered to some destinations with constant delay behind
real-time, 1i.e, the network should appear to be an "ideal
(error free) delay line" to that destination.

The communication protocol described in this document
builds upon the Host-IMP Protocol [4] and is at the
Host-to-Host level althourh it is not the standard Host-Host
Protocol described in [5]. The Host-IMP Protocol [4] is
included in this specification by reference.
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1.3 Oreanization of this Document

In section £ the content and format of the data being
exchanged over the communication system are specified.

These data must be embedded in messages that include
routing and error contrcl information. The message formats
are described in section 3.

Finally, the operating protocols or rules for the

exchange of data and control messages are specified in
section 4.

2.0 Data Formats
2.1 Data Formats from the CCP to the SIP

Four forms of data will be sent from thz CCP to the
SIP. One form of data 1is the file structure parameters
which describe the seismic data message field sizes. The
second form of data is actual seismic senscr data. The CCP
rroups the sensor data into frames and then suobdivides each
frame 1into messages, each containing data from two source
stations, for transmission to the SIP. The third form of
data 1is sensor status change data for sensors wnose data is
being transmitted. The fourth form of «data is operator
messarges to be tyned on the SIP operator console,

The format of the file structure data is as follows:

Field 1: bytes 0 to 1: N = number of site

)]

Field 2: bytes 2 to 13: First site parameters coded as

follows:

Bytes 2 to 5: Site rame plus 1 byte padding.

Bytes 6 and 7: Number of 16 bit words of SP status
data.

Bytes 8 and 9: Number of 16 bit words of SP data.

Bytes 10 and 11: Number of 16 bit words of LP status
data.

Bytes 12 and 13: Number of 16 bit words of LP data.

Fields 3 to H+1: Nth site parameters coded as for the
first site.

The format for the seismic data blocks containing data
from two stations for one second is as follows:

Field 1: bytes 0 and 1: number of words in the first site
data block including fields 2 to 5 inclusive.

Field 2: bDbytes 2 to 9: Time-of-day:

A-3
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Field 3:

Field 4:

Field 5:

subfiield 1:
subfield 2:

characters as follows:

use

byces 10 to

0
two digits of

the year

three digits of day number

two digits of
two digits of
two dirits of
two zeros for
padding-~2zeros

hours

minutes

seconds

hundredths of seconds

12: site identity:
3 A3CII characters of site name

byte 13: site status

seismic data including

SP data:

SP status padded to a word boundary
10 or 20 samples (depending

on sample rate) of each SP channel. Each
sample is a 16 bit .fixed point number.
Samples are ordered in frames of 1/10 or 1/20
second each containing one sample from each
seismometer.

subfield 3:
subfield 4:

LP status padded to a word bhoundary
LP data: 1 sample from earh LP

seismometer. Each sample is a 16 bit rain ranged
number.

Fields € to 10:

site data.

same as fields 1 to

5 but for the second

The format of the status change data is as follows:

Field 1:

bytes 0 to 5:

Time-of-day;

Coded as the first 12 characters of time in the
seismic data.

Field 2:

bvtes 6 and 7:

status.

Number of channels with changed

Fields 3 throurh H(number of channels): Channel id and
status:
14 bytes coded as follows:
3 bytes ASCII characters for site id

If site id =000,

complete status of

entire network will follow this messare.
1 byte ASCII character for channel type.

i
5
b

individual

seismometer

subarray bean

array beam

A-4
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a = adaptive beams

¢ = all channels from this site.
2 bytes ASCII characters for sample rate in
samples per second.
bytes ASCII characters for channel id within
the site.
byte ASCII character for gain code(H or L).
Byte of senscr componert,
byte of sensor status bits.
byte offset location cf senscre in site data,

g9

: ]
.o

Wi
[ ]

§ ' The format for the orerator message data is as
follows:

1

[y

Field i: bytes 0 and 1: Character count = N.

Field 2; bytes Z to N+1 or N+2: Text padded to
a full wora boundary.

[ TP L]
»

1

2.2 Data Formats €“rom the SIP to the CCP.

L]
-

The two fcrms of data sent from the SIP to the CCP are

- the data filed 1list of data that has been passed from the
5 SIP to the Patacomputer and operatcr messages to be typed on
é . the CCP operator console.
g’ The format of the list of filed data is as follows:
£ e Field 1: bytes 0 to 3: Three bytes of site name and one
3 r: bvte of padding.
i Field 2: bytes 4 tc 13: File identifier:
Ten ASCII character file name,

F Field 3: bytes 14 <o 19: Starting TOD of the fi.ed data:
Coded same as field 1 of the status change data.

Field 4: bytes 20 to 25: End TOD of the filed dzta:
Codine same as field 1 of the status change data.

The format of the operator message data is described :in
i section 2.1.

3. Messare formats
3.1 CCP to 31IP

The five types of messapes that can be sent from the

= CCP to the 3IP are the Structure Check messages (type 7)),
— the Seismic Data messare (type 0),the Status Message Ityre
: 8), the Acknowledge message (type 1). and the Operatcr
o =

, A-5
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messare (type 5).

The message format for Structure Check messages 1is as
'3
follows:

Field 1: bytes 0 to 3: Host-to-IMP leader
(see [U4])

bit 1; Priority bit = 0
bits 2-8: =zeros
bits 9-10: destination Host number
bits 11-16: destination IMP number
bits 17-28: 1link number
bits 20-32: zeros

Field 2: byte U: Source Host id.
Field 3: byte 5: messape type = T
Field 4: bytes 6 an” 7: Unique messare id.
Field 5: File structure parameter data (see section 2.1)
©ield 6: 2 byte checksum for fields 2,3,4,and 5:
checksum defined as a 16 bit number
computed by subtracting the arithmetic sum of
the values of the words in the checked fields
fror the number of words in the checked fields

usire two’'s complement binary arithmetic.

The messare format for the Seismic Data messares is
2s follows:

rield 1: byvtes 0 to 3; Host-IMP Leader.
(same as Structure Check messare)

Tield 2: byte U4: Source Host id.

Field 3: byte 5: messare type = 0,

Field 4: bytes 6 and 7: Unique messare id.
Field 5: Seismiec data (see section 2.1).

Field 6: 2 bytes checksum for fields 2,3,4, and 5:
Computed as for Structure Check lleszare.

The format for the Sensor Status message is as
follows:

Field 1: bvtes 0 to 3: Host-IMP leader:
(same as for Structure Check Message)

A-6
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2: byte U4: Source Host id.
3: byte 5: messape type = 8.
b: bytes 6 and 7: Unique messagze id.

sensor status (see section 2.7).

(1]

6: checksum on fields 2,3,4 and 5:
Computed as for the Structure Cher¥k Messare.

The format for the Acknowledge message is as follows:

1: bytes 0 to 3: Host-IMP leader:

same coding as for Structure Check llessage.

2: byte 4: Source Host id.

3: byte 5: ilessare type = 1.

4: bytes 6 and 7: Unique id of message being
acknowledged.

5: bytes 8 and 9: Chkecksum on fields 2,3 and 4:
Computed as for the Structure Check Messare.

The format of the Operator messape is as follows:
1: bytes 0 to 3: Host-to-IMP leader:

Coding same as for Structure Check message.

2: byte 4: Source Host id.

3: byte 5: Message tvpe = 5.

4: bytes 6 and 7: Unique messape id.

5: Operator messare (see section 2.1).

6: Two byte checksum on fields 2,3,4% and 5:
Computed as for Structure Check messare.
SIP to CCP

The four types of messages sent from the SIP to the CCP
include Acknowledpe for messages received from the CCP

1), Host-Going-Down (type 4), Data Filed message (type

9), and Operator messape (type 5).

The format of Acknowledere messares is described in
section 3.1.




The format of the Host-Going-Down messages 1is as
follows:

Field 1: bytes 0 to» 3: Host-IMP leader:
Same format as for Structure Check messages
(see section 3.1).

Field 2: bytes 4 and 5: messare type = U

The format of the Data Filed messapre is as followus:

Field 1: bytes 0 to 3: Host-to-IMP leader:
Same codine as for Structure Check messarge.

Field 2: byte 4: Source Host id.
Field 3: byte 5: Messare type = 9.
Field 4: bytes 6 and 7: Unique messarpe id.

Field

1
.o

bytes 8 to 33: Data filed list (see section 2.2).

Field 6: bytes 34 and 35: Checksum on fields 2,3,4 and 5.
Computed same ac for Structure Check message.

.he format of the Operatcr message is desribed in
section 3.1.

4.0 Operatine Procedures

In normal operacvion, the CCP will send 3 seismic data
messages to the SIP each second. Each messarge contains one
second cf data from two seismic stations.

Whenever the status of a sensor whose data 1is being
sent to the SIP is changed (manually by the CCP operator or
automatically), a sensor Status Messare is sent from the CCP
to the SIP for that sensor. If the status of all sensors at
a riven site chanre at the same time, a special case of the
Status Chanre message will be sent

Appreximately once each hour a Structure Check messare
will be sent from the CCP to the SIP. If the f le structure
parameters for any site are inconsistent with the current
file format, the GIP will stop filing data from that site
and will notify the operatines personnel.

At midnieht G.M.T., at startup after any interruption
of comnunication between the CCP and the 5IP, or by operator
command, a 3tructure Check messare foliowed by a special
Status Chanre message (indicatine full network status will
follow) followed by the full status of the entire network
will be sent from the CCP to the 35IP.

A-8
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After recieving and acknowledging a Host-Coing-Down
message from the SIP, or anytime the CCP determines that
communication with the SIP has been interrupted the CCP will
send Structure Check messages to the SIP periodically.
Receipt of an acknowledpge for one of these messages will
indicate that the system has returned to normal.

In the other direction the SIP will send a Data Filed

message to the CCP for all data successfully passed toc the
Datacomputer.

Operator messages will be sent 1in either direction
under command of the sending operator.

If the SIP is being taken off-line for maintenance or
other predictable reason, a Host-Going-Nown message wWill be
sent to the CCP or an equivalent message will be entered by
the CCP operator.

All messages except Acknowledge messages exchanged
between the CCP and the SIP will be acknowledged at the
Host-to-Host level if received with correct checksun.

All data messares will be saved in the source Host
until the Acknowledge for that data is received. The
source Host will retransmit unacknowledpged w.essages

approximately every fou., seconds until the buffer is deleted.

If any Host 1is buffering ten seconds of unacknowledged
messages the oldest buffers may be reused for new data and
the operator will be notified.

Since the CCP may be on one of two Host connections to
the network, the SIP will send messages to the Host address
frem which it received the latest Seismic Data message with
a tood checksun.
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(4]

[5]

= s i i i S
E, . = S e e ke

REFERENCES

BBN Report No. 2632 - Final Report - A Study of the
Data Collection, Processing, and Management for a
Worldwide Seismic Network, September 1973.

Karp, P.M., Origin, Development and Current

Status of the ARPA Network, Dipgest of Papers, COMPCOHN
73, Seventh Annual IEEE Computer Society
Internaticnal Conference, 1973.

Heart, F., Kahn, R., Ornstein, S.M.,

Crowther, W.R., and Walden, D.C., The Interface
Messare Processor for the ARPA Computer Network,
Proc. AFIPS Sprineg Joint Computer Conference, 1970.

BBN Report No. 1822, Specifications for the
Interconnection of a Host and an IM?, April 1973.

MeKenzie, A., Host/Host Protocol for the ARPA Network,
NIC 8246, January 1972.

A-10

l‘i ")(




LI |
LAY

From: H. Briscoe
To: Lt. M., Marcus, VS3C
Subject: Comnunication Protocol between NORSAR and SDAC.

1. Introduction
1.1 Backeround

A worldwide seismic data collection network includi.. -
approximately 6 on-line array stations is being implemen:
under ARPA sponsorship. The ot jective of the network :ic
provide data for research in nuclear test detection arnd
identification. A network event list will be prepared =« .in
a couple of days of real-time using on-line event detec:t_ -
and computer aided event aralysis at the Seismic Data
Analysis Center (3DAC). The data collectec by the network
will be filed in a larpe dirital Mass Store facility at CCA.

The communication network used to interconneczt the
primary seismic stations, the SDAC processing facility,
and the Mass Store will iii2lude a mix of dedicatecd leasea
circuits and ARPA l.etworxk circuits. The overall desirn c.' .he
seismic data netwerk is described in (1]. The overall desi. -
of the ARPA Network is described in {2] and [3].

Proctocols for interaction between the communication subnet andg
the "Host" installations are described in [4].

This document descrihbes the formats and protocols for
communi~ation with one of the primary sites, the Norwegian
Seismic Array (NOR3AR). Communication with NORSAR uses
the ARPA Hetwork. The NORSAR station communication is
unique in that a) the station not onlv sends data but al:c
receives data, and b) the data exchanred includes processed
information. This document, therefore, describes both the
comnunication between NORSAR and the CCP and the exchange of
processed data between the CCP and the 360/40A Detection
Processor (DP) at SDAC.

(S

1.2 System Confirpuration and Restraints

The NORSAR Detection Processor (DP) will be interfzced to
the NORSAR Terminal Interface Processor (TIP) as a "Host". The
{IORSAR TIP, the SDAC TIP, and the SDAC IMP are each nodes in the
ARPA Network. The path between the NORSAR TIP and the SDAC TIP
and IMP will include one hop via a communication satellite. The

SDAC DP and the CCP will essentially be interfaced as Hosts to both

the TIP and the IMP but only one CCP and cne DP interface
will be in use at any time. These machines may, thus, have two
possible tlost addresses.

A second novel aspect of the seismic data communications
use of the ARPA Network is the real-time ixed delay constraint.
In particular, it is required that the communications links
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operate so that the data will be delivered to some destinations with
constant delay behind real-time, i.e. the network should appear
to be an "ideal (error free) delay line" to that destination.

The communication protocol described in this document
builds upon the Host-IMP Protocol [4] and is at the Host-to-Host
level although it is not the standard Host-Host Protocol described
in [5)]. 1In spite of the fact that there is considerable variation
among the array sites with respect to data format, rate and type
of ARPANET access, much of the protocol described below is
similar to the protocol for sites other than NORSAR.

1.3 Organization of this Document

In section 2 the content and format of the seismic
data being exchanged over the communication system are specified.
These data must be embedded in messages that include routing
and error control information. The message formats are
described in section 3.
Finally the operating protocols or rules for the exchange of
data and control messases are specified in section 4.

2. Data Formats
2.1 CCP to and from NORSAR.

Each second one frame of data will be assembled at the
CCP for transmission to NORSAR and one frame of data will be
assembled at NORSAR for transmission to the CCP.

2.1.1 CCP to NORSAR

Each frame of data from the CCP to NORSAR will have the

following d ta:

Field 1: bytes 0 to 3: control characters:
character sequence SYN-SYN-DLE-STX.

Field 2: bytes 4 to 17: LASA Signal Arrival Queue file entry:
data from field 1 of the last frame of processed data
from the DP (see section 2.2)

Field 3: bytes 18 to 21: LASA Time-of-Day (TOD):
using ISRSPS format

Field 4: bytes 22 to 28: LACA LP Status and Repeat bits:
first 30 bits assigned to 30 components of LP data in the
samne order as LDC to CCP message. Bits set to 1 when
corresponding sensor is down. Remainder of bytes 22 to 27
are zeros. Bit 5 of byte 28 is on if no LASA LP data
are present. Byte 28 bit 6 is on if any polycode errors
were detected in transmission from LDC to CCP. Byte 28
bit 7 is on if any LP data within the frame are
repeated data.

A-12
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Field 5:

Field 6:

Field 7:

Field 8:

Field 9:
Field 10

12-NH

rield 10b:

bytes 29 to 130: LASA LP data:

LASA long period data values ordered by component and
subarray as they are transmitted from LDC to CCP.

bytes 131 to 134: ALPA Time-of-day (TOD):

coded same as LASA TOD field 3.

bytes 135 to 142: ALPA LP status znd repeat indicator:

ALPA LP sensor status arranced Ly site, 3 bits per
site.

For each subarray:

Bit Sensor

1 LV

2 LN cn when sensor down
3 LE

Byte 142 bit 5 on il no ALPA data present. Byte 142 bit b
on if any polycode errors were present in transmission of
data from ALPA to CCP. Byte 142 bit 7 on if any LP data
in the frame ar¢ repeat data. Unused bits are zero.
bytes 143 to 256: ALPA LP data:
Data values ordered by site and component for a
total of 57 values in 16 bit pain ranred format.
bytes 257 to 282: zeros
bvtes 283 to 29%: Text from CC2 operator:
twelve bytes of operator message from the CCP opecrator
to NDPC. Text is broken into messares up to 128 bytes
lene and messares formatted as follows.
Deseription
Start of messapge characters - must equal X'FF’
Count of NDPC to GAAC messares required to
complete the messare
Time of day, in ISRSPS format
Hessare identification (S7NCA) or (N700%)
Messare control field

Bits
0 Set to one to indicate last
messare or sinrle me:zsape
1 Set to zero to not ring alarm bell
2-T7 Spare - encoded as zeros.

Messare text

bytes 283 to 291: SP request data:

This is a special forrmat of operator messarse that may
replace field 10a.

Format for this field is as follows:

Byte Description
0 Data Request Messape Identifir set equal
to X'FE’
1 Humber of short period ~hannels requested
(0-3)
A-13
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2 Number of subarray beam/array beam values

requested (0-3)
3-8 Channel/Beam numbers (2 bytes each)
Field 11: bytes 295 to 298: Control characters:
charicter sequence DLE,ETB,0,0
Field 12: byte 299: spare-coded as zeros:

2.1.2 NORSAR to CCP.

Each frame from NORSAR to the CCP will have the
followine data:

Field 1:

Field 2:

Field

Field 4:

%%

Field

(W)

3 8

bytes 0 to 3: Control Characters:
character sequence SYN, SYN, DLE, STVY.
bytes 4 to 9: Time of day:
12 BCD characters as follows:
character use
1 0
2&3 two digits of the year
4,5,%6 three digit of day number
7,8 two digits of hours
9,10 two digits of minutes
11,12 two digits of seconds
bytes 10 to 27: NORSAR detection log reduction groups:
processed data to be transmitted to the SDAC DP in the next
frame (see section 2.2)
bytes 28 to 37: LP status and repeat indicators:
This field contains NURSAR LP sensor status arranged
continuously by subarray 3 hits per subharray. For
each subarray:
Bit Sensor
1 LV
2 LN set when sensor is down
3 LE
Bytz 36, bits 2 throush 7, and byte 37, bits 0 through 5, are
spare, encoded zero.
Byte 37, bits 6 and 7 are repeat indicators which are set
whenever any SP or LP data within the record is repeated data.

When set (1) the bits indicate the following:

bit 6 - SP data is repeated (at least .5 second of

data is repeated)

bit 7 - LP data is repeated (at least 1 value is repeated).

bytes 38 to 169: HOKSAR LP data:

This field contains long period data values ordered

by component and subarray for a total of 66 long

period values. Each value is in 16 bit egain raneed form.
The components are ordered LV, LN, and LE. The 22 long
period values (one for each subarray) for component LV
are recorded in the field first, followed by the 22

for LN, followed by the 22 for LE.
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Field 6:

Field 7:

Field R:

Field 4:

bvtes 170 to 175: HNORSAR SP channel identification:
Three two-byte entries containine the type and channel
or beam number of the short period data in field 7.

The data may be short period channel, subarray

beam or array beam data, as selected by the SDAC
operator. Each entry has the followineg format:

bits Content

0-3 Type of data identifier

b-15 Channel or beam number of data

If no short period data has been requested by SDAC,
this field will be all zeros.

bytes 176 to 235: HNORSAR SP data:

This field contains one second s worth of short period
data from each of the channels and/or beams identified
in Field 6; the data for each channel and beam is
recorded at a 10 Hz rate. The field is divided into
ten subfields, each containing a decisecond’s worth

of data. Each subfield is six bytes in leneth and contains
one two-byte data value for each channel and/or beam
identified in Field 6. If only one or two channels and/or
beams are beinrf transmitted, the latter two-hyte
entries of each subfield will contain zeros (the latter
two it one channel, the latter one if two channels).

If no channels and/or beams are being transmitted, this
entire field will contain all one bits.

bytes 226 to 232: NORSAR off-line results:

processed data to he transmitted to SDAC DP in the

next frame (see section 2.2).

bytes 284 to 2401: Operator text messares:

Operator messares from NORSAR to the CCP operator.
Maximum messare length of 126 bvtes. A twelve byte
header is added and the resulting messace is broken
into 8 byte sroups for transmission in successive
frames.

Message format is as follows:

Byte Description
0 Start of message characters - nust
equal X'FF°
1 Count of NDPC to SDAC messages required to
complete the messare
2-5 Time-of-day, in ISRSPS format
h=-10 llessare identification (N700A) or
(N7374)
11 lMessare control field
Bits
0 Set to one to indicate last

messaege or sinpgle message

1 Set to zero to not ring alarm bell
2 Set to one to indicata NDPC "A" system
3-7 Spare - encoded as zeros
12-H HHessare text
o~ _A-IS
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Field 10: Bytes 292 to 295: control characters:
character sequence DLE, ETB, 0,0
Field 11: bytes 296 to 299: spares coded as zeros.

2.2 CCP to and from DP

Whenever processed data is available in the DP,
the data will be assembled in the DP for transmission to
the CCP to be forwarded to NORSAR. Each second the processed
data received from NORSAR during the previous secord will be
assembled in the CCP and passed to the DP.

2.2.1 DP to CCP

Each frame of data from the DP to the CCP will have the
following data:
Field 1: bytes 0 to 5: Time-of-day:
12 BCD characters as follows:

char, use
1 0
2&2 twe digits of the year
4,5,%6 three digit of day number
7,6 two difits of hours
9,10 two dirits of minutes
11,12 two dirits of seconds

Tj
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bvtes 6 to 19: LASA 3irnal Arrival Queue File
Entrv: data for field 2 of a CCP to NORSAR
messare (see section 2.1)

2.2.2 CCP te DP

tach frame of processed data from the CCP to the SDAC DP

will have the following data:
Field 1: bytes 0 to 5: time-of-the-day: as in field 1

above
Field 2: bytes 6 to 23: NORSAR detection log reduction

groups:

data from field 3 of the last NORSAR to CCP messarge.
Field 3: bytes 24 to 71: NORSAR off-line results:

data trom field 8 of the last NORSAR to CCP message.
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3. Message Formats
3.1 CCP/NORSAR

The only messages exchanged between the CCP and NORSAR
are data messages as follows:
Field 1: bytes 0 to 3: Host-to-IMP leader
(see [4])
bit 1: Priority bit = 0
bits 2-8: zeros
bits 9-10: destinatior. dost number
bits 11-16: destination IMP number
bits 17-28: 1link number
bits 29-32: zeros
Field 2: bytes 4 and 5 message type:
0 for data from NORSAR to CCP. 11 for data from CCP
to NORSAR
Field 3: bytes 6 to 305: Data:
As described in section 2.1
Field 4: bytes 306-307: checksum for fields 2 and 3 = number of
words in checksum minus the arithmetic suim of the word
values usine binary two’s complement arithmetic.

3.2 CCp/DP

Two eclasses of messagFe are used between the CCP and the DP
for the exchanre of processed data. A uniaue data messape class
is used to separate these messares fron the sensor data messages.
Messares are acknowledpred using the standard acknowledpe message.
The data messares have the following format:
Field 1: bytes 0 to 3. Host-to-IMP leader
(see [U4]) coded as in section 3.°

Field 2: byte U: source Host id:

Field 3: byte 5: messare type - 10

Field 4: bytes 6 and 7: Unique message id

Field 5: data field described in section 2.2
Field 6: 2 bytes; checksum on fields 2,3,! and 5

(see section 3.1 for coding)
The format of the standard acknowledement message is as

follows:
Field 1: bytes 0-3: Host-to-IMP leader coded as in section 3.1
Field 2: byte U4: source Host id:
Field 3: byte 5: messagpe type =1
rield 4: bytes 6 to 7: Unique id of message being acknowledged
Field 5: bytes 8 and 9: checksum on fields 2,3,and 4

(see section 3.1 for coding)
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4, Operating Procedures
4,1 CCP/NORSAR

In normal operation of the link between the CCP and the NORGSAR,
both Hosts transmit one data messape each second. No attempt
will be made to retransmit lost or garbled messpes, If
data is lost it can be replaced off-line.

The only complication in the operatine procedures i<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>